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ABSTRACT: Oxide electronics is a promising alternative to
the conventional silicon-based semiconductor technology,
owing to the rich functionalities of oxide thin films and
heterostructures. In contrast to the silicon surface, however,
the electronic structure of the SrTiO3 surface, the most
important substrate for oxide thin films growth, is not yet
completely understood. Here we report on the electronic
states of a reconstructed (001) surface of SrTiO3 determined
in real space, with scanning tunneling microscopy/spectros-
copy and density functional theory calculations. We found a
remarkable energy dependence of the spectroscopic image:
Theoretical analysis reveals that symmetry breaking at the
surface lifts the degeneracy in the t2g state (dxy, dyz, and dzx) of Ti 3d orbitals, whose anisotropic spatial distribution leads to a
sharp transition in the spectroscopic image as a function of energy. The knowledge obtained here could be used to gain further
insights into emergent phenomena at the surfaces and interfaces with SrTiO3.

■ INTRODUCTION

Strontium titanate (SrTiO3) is an archetypical oxide with the
perovskite structure, which exhibits a rich variety of phenomena
such as metal−insulator transition,1 superconductivity,2 and
quantum paraelectricity.3 Aside from the bulk properties,
interfaces formed with the SrTiO3 (001) surface have attracted
enormous attention, since the discovery of the two-dimensional
electron gas at the LaAlO3/SrTiO3 interface.4 This was later
shown to exhibit various intriguing properties, including
magnetism,5,6 superconductivity,7 and large negative magneto-
resistance.8 The surface of SrTiO3 has also attracted attention
in its own right, because of the fascinating properties such as
photocatalysis9,10 and two-dimensional electron gas (liquid) on
the surface.11,12 Furthermore, SrTiO3 is an important substrate
for oxide thin film growth. To fabricate high quality oxide thin
films and heterointerfaces in a controlled fashion, precise
knowledge of the surface electronic properties is essential.
However, owing to the structural complexity and highly
defective nature of oxides, understanding the electronic
structure of the SrTiO3 surface at the atomic scale remains a
formidable task. In recent works,13 we revealed that the SrTiO3

(001) surface with a step/terrace structure, prepared with a
widely used BHF etching technique,14 is atomically disordered

despite the observation of streaky reflection high-energy
electron diffraction (RHEED) patterns. It should be stressed
here that the streak observed in the RHEED pattern does not
guarantee a perfect atomically ordered surface.15−17 Con-
sequently, a straightforward and experimentally feasible
solution is to use a reconstructed surface for the surface
studies and for the substrate of epitaxial thin films. Among a
variety of reported reconstructed SrTiO3 surfaces (see ref 18
for a review), a (√13 × √13)-R33.7° (hereafter referred to as
(√13 ×√13) for brevity) reconstructed surface is of particular
interest, since the structure is reproducible,19 and quite stable
under an ambient condition,20 as well as a wide range of
conditions for thin film deposition, even after heating at 1000
°C in an oxygen partial pressure of 1 × 10−2 Torr.13,19 For this
(√13 × √13) reconstructed surface, Kienzle et al.21 proposed
an atomic arrangement based on the TiO2 double layer

22 using
transmission electron diffraction (TED) along with total energy
calculations based on density functional theory (DFT). They
also showed that the calculated surface energy of this (√13 ×
√13) reconstructed surface is the lowest among several TiO2
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double layer based reconstructed surfaces.21 However, the
understanding of the surface electronic structure near the Fermi
level, which is essential to the investigation of electron
conductivity and magnetism, is far from satisfactory.
In this Article, we report on the atomic and electronic

structures of SrTiO3 (001) (√13 × √13) surface, using high
resolution scanning tunneling microscopy (STM) and spec-
troscopy (STS) images acquired at low temperature, and DFT.
STM combined with DFT has been used to study the
reconstructed SrTiO3 (001)

23−27 as well as (110)28,29 surfaces,
but to date energy-resolved STS mapping of the SrTiO3
surface, which provides direct information on the surface
electronic states in real space, has not yet been performed. We
deduced an atomic structure of the SrTiO3 (001) (√13 ×
√13) reconstructed surface from STM image analysis and
DFT calculations, which agrees well with that proposed by
Kienzle et al.21 Moreover, we performed energy-resolved STS
mapping and visualized the spatial distribution of the surface Ti
3d states, which shows a significant energy dependence. Based
on the DFT analysis, we revealed that the interplay between the
electronic states and the lattice degrees of freedom leads to the
remarkable energy dependence of the STS image.

■ METHODS
As-supplied Nb-doped (0.1 atom %) SrTiO3 (001) single crystals
(Shinkosha Co., Ltd.) were used to ensure conductivity for low-
temperature STM/STS measurements. An atomically ordered
reconstructed surface with step and terrace structures was prepared
at the temperature of 850 °C for 40 min at an oxygen pressure of 10−5

Torr, flushing at 1000 °C for a few minutes.13,19 Ar+ sputtering was not
employed, because ion bombardment damages caused by the
sputtering process lead to a large deviation from the stoichiometric
condition, which would induce several surface reconstructions.26 After
preparation, the sample was immediately transferred to an UHV-STM
system without exposure to air.30 All the STM measurements were
performed at 5 K. In STS measurements, the tunneling conductance
spectra were obtained from numerical differentiation of the tunneling
current (I) at each point, as a function of the sample bias voltage (V).
Normalized differential conductance is defined by (dI/dV)/(I/V) =
d(ln I)/d(ln V).
All our DFT calculations were performed with a plane-wave basis

set and ultrasoft pseudopotentials31 within the Wu−Cohen32
generalized gradient approximation (GGA), as implemented in the
STATE33 code. The surface was modeled by using a three-SrO layer
slab with the bottom surface terminated by SrO. The slab was
constructed using the theoretically optimized lattice constant of 3.909
Å, which is 0.5 (0.1) % larger than the experimental value of 3.8934

(3.90535) Å. The slabs are separated by a vacuum equivalent to 4.5
SrO−TiO2 bilayer (9 monolayer) thickness (∼17.7 Å), and artificial
electrostatic interaction with image slabs36 was eliminated by using the
effective screening medium method.37 The atoms in the bottom SrO
layer were fixed at their respective bulk positions, and remaining
degrees of freedom are relaxed until the forces acting on them are
small than 0.05 eV/Å. We used cutoff energies of 25 and 225 Ry for
wave functions and augmentation charge, respectively, and the Γ-point
approximation was adopted for Brillouin zone integration. STM
images were simulated based on the Tersoff−Hamann38 theory, and a
Γ-centered 6 × 6 k-point set was used for the STM simulations. It has
been shown39,40 that the relative energy levels of unoccupied
electronic states near the conduction band minimum within DFT
are in good agreement with those obtained using the many-body GW
approximation, despite the DFT error in the band gap.

■ RESULTS AND DISCUSSION

Figure 1a displays a topographic STM image of the SrTiO3
(001) (√13 × √13) reconstructed surface, acquired at the

sample bias voltage (Vs) of +1.5 V (unoccupied states), which
shows a checkerboard pattern with a (√13 × √13) periodicity
and 4-fold symmetry [see the magnified image, Figure 1b]. We
note that observed bright spots are presumably associated with
oxygen vacancies or adsorbed hydroxyl groups caused by a
small amount of water, as the density of the bright spots
depends on the oxygen partial pressure.41 In the following, we
focus on the defect free surface.
To determine the structure of the SrTiO3 (001) (√13 ×

√13) reconstructed surface, we performed the surface
modeling based on the high resolution STM image as follows:
By inspecting the STM topography, we found that the
checkerboard pattern consists of two types of tiles, that is,
dark and faint-dark ones, separated by the bright lattice (Figure
1a and b). We assigned the dark tiles to vacant sites in the TiOx
adlayer on the bulklike TiO2 terminated surface (similar to the
TiO2 double layer model), because our calculations showed
that the bright/dark contrast could be reproduced by a
combination of TiOx adlayer (bright) and bulklike TiO2-
terminated subsurface (dark). Then, a TiOx adlayer was
constructed to satisfy the observed periodicity and the 4-fold
symmetry. These constraints significantly reduced the number
of possible arrangements of the TiOx adlayer. Finally, the
numbers and sites for O atoms were uniquely determined by
assuming the stoichiometric composition of the adlayer (TiO2)
within our modeling (see the Supporting Information for
details). The atomic structure was fully optimized with DFT,
and the simulated STM topography was compared with the

Figure 1. (a) Topographic STM image of SrTiO3 (001) (√13 ×
√13)-R33.7° at the sample bias voltage (Vs) of +1.5 V and tunneling
current of 30 pA (11.5 × 11.5 nm2). (b) Magnified image (3.7 × 3.7
nm2). (c) Surface structure determined from the high resolution STM
image and DFT modeling. (d) Simulated STM topography at Vs =
+1.5 V. Sample bias is referred to the conduction band minimum. Blue
and red polyhedra in (c) indicate TiO6 octahedra in bulk and
truncated octahedra TiO5 at the surface, respectively. The dotted
squares in (b)−(d) indicate the (√13 × √13) surface unit cell.
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experiment. We calculated formation energy for the surface
oxygen vacancy using the experimental O2 binding energy to
correct for the DFT error, to obtain 4.9 eV/O relative to the
gas-phase O2 molecule, suggesting that the stoichiometric TiO2

adlayer is favorable.
The structure thus determined is displayed in Figure 1c. A

stoichiometric TiO2 layer is formed on the bulklike TiO2
terminated surface, which consists of truncated octahedra
(TiO5) stabilized by sharing their edges with the TiO6

octahedra underneath. The Z-shaped framework composed of
edge sharing five TiO5 units forms a two-dimensional network
by connecting to the corner of the TiO5, which can be
considered as a TiO2 adlayer with small and large vacant sites.
The calculated electronic structure indicates that the surface is
insulating (as expected from the stoichiometric surface
composition) with an energy gap of ∼2.0 eV, consistent with
the tunneling spectroscopy, in which no in-gap states were
observed (Supporting Information Figure S2). Thus, the
oxidation state of the surface Ti is 4+, in line with the X-ray
photoemission spectroscopy measurements.19 Our simulated
STM image (Figure 1d) is in qualitative agreement with the
experiment, reproducing the features such as bright lattice, dark
and faint dark tiles in the checkerboard pattern. Essentially, the
STM allows visualization of the Ti atoms in the topmost TiO2
adlayer, as the Ti 3d states have large contribution to the local
density of states (charge density) for the unoccupied states.
This is similar to what was found for the double layer TiO2 (2
× 1) reconstructed SrTiO3 (001) surface.24 However, upon
closer inspection the area of the dark tiles (width of the bright
lattice) in the simulated image is much smaller (larger) than
that of the experimental one. We presume the disagreement is
mainly because of the absence of the tip electronic structure in
our STM simulation. Taking the tip effect into consideration
has been shown to significantly improve the agreement
between the experimental and simulated STM images of rutile
TiO2(110).

42 The surface structure presented in this work
coincides with the one proposed by Kienzle et al.21 using TED
and DFT calculations, despite the different sample preparation
conditions, suggesting the stability and reproducibility of the
(√13 × √13) reconstructed surface.
To investigate the surface electronic structures, we

performed STS mapping for various sample biases. Figure 2

displays the normalized differential conductance (hereafter
referred to as dI/dV for brevity) maps at various Vs. At Vs =
+0.9 V (Figure 2b), a rounded square (squircle) shaped pattern
was observed. Counterintuitively, the centers of the bright
portions in the dI/dV map are located at the positions for the
dark tiles in the STM topography (small vacant sites in the
TiO2 adlayer). The bright squares are tilted slightly, becoming
brighter as Vs is increased (Figure 2c). At Vs = +1.1 V, the
“dots” at the corners of squares are pronounced (Figure 2d),
and become brighter by increasing Vs (Figure 2e). Eventually,
the image shows a transition into a four lobe shaped pattern at
Vs = +1.3 V (Figure 2f-h), suggesting a significant change in the
observed surface electronic state.
We simulated the STS maps by calculating the spatially

resolved local density of states (LDOS). Our simulated images
are depicted in Figure 3a−c. At a lower bias, a rounded square
shape pattern is formed, and the tilt of the squares changes with
increasing the sample bias (Figure 3a,b). The pattern changes

Figure 2. (a) STM topography at Vs = +1.5 V simultaneously acquired during the STS measurement (32 × 32 pixels in a 3.5 × 3.5 nm2). (b−h) dI/
dV images for Vs from +0.9 V to +1.5 V. Feedback set points are Vs = +1.5 V, It = 30 pA. The I−V curves were acquired at each point from +1.5 to
−3.5 V with an energy resolution of 9.8 meV, and then numerically differentiated with a smoothing process to obtain the dI/dV images. Note that
the data shown here are rotated by about 10° to compare with the simulated images.

Figure 3. (a−c) Simulated dI/dV (LDOS) images at Vs = +1.0, +1.2,
and +1.4 V, respectively. (d−f) The corresponding experimental dI/
dV images. The size of the images are the same as those in Figure 2.
Dotted squares indicate the (√13 × √13) surface unit cell and the
positions are the same as those in Figure 1b−d. Simulated images were
taken at 1.0 nm relative to the topmost surface composed of O atoms.
The overall character of the simulated image was unchanged when
computed at different height (Supporting Information Figure S3).
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from a square into a four lobe one at higher bias (Figure 3c), in
qualitative agreement with the experimental dI/dV maps. There
is non-negligible LDOS at the center of the lobe structure,
which becomes visible by changing the tip height in the
simulation (Supporting Information Figure. S3). Although the
agreement between experimental and simulated images at lower
bias is less satisfactory (in particular, there is an inverse
correspondence at Vs = +1.0 V and +1.2 V), the transition from
rounded square to four lobe patterns is nicely reproduced,
validating the surface electronic states obtained from DFT
calculations. It is noted that the tilt angle of the rounded square
observed at a lower bias (Vs = +1.0 V and +1.2 V) is
determined by a subtle balance of the decay length for Ti dxy
orbitals, and thus, for the quantitative simulation of the STS
image, very accurate description of atomic positions (heights of
Ti atoms), energy levels, and wave function tails is required.
Nevertheless, an STS image at a lower bias is dominated by Ti
dxy and our conclusion is unchanged if we use advanced
electronic structure method.
To understand the remarkable energy dependence of dI/dV,

we analyzed the calculated electronic structures in detail. Figure
4 displays magnified dI/dV maps simulated at Vs = +1.0 V
(rounded square, a) and +1.4 V (four-lobe, b). The wave
functions (LDOSs) are centered at the surface Ti sites and
distributed broadly into the smaller vacant sites of the TiO2
adlayer at Vs = +1.0 V (Figure 4c), while they are localized in
the vicinity of the corner sharing O sites (OB) of TiO5 at Vs =
+1.4 V (Figure 4d). By inspecting the spatial distribution of
LDOS at the surface (Figure 4e,f) and the density of states
(Figure 5), we found that the t2g states of the 3d orbitals for
surface Ti atoms are imaged in the dI/dV maps. The t2g states
(dxy, dyz, and dzx) form the conduction band minimum of bulk
cubic SrTiO3, and its degeneracy lifts upon formation of the
(reconstructed) surface (see Supporting Information Figure S4
for a schematic energy diagram). There are nonequivalent Ti
atoms in the surface TiO2 adlayer (TiA, TiB, and TiC), which

have different oxygen coordination geometries [Figure 4c and
d]: For instance, TiA and TiB have corner sharing O atoms
(OB) in addition to edge sharing O atoms, while the TiO5 unit
composed of TiC has edge sharing O atoms only. Thus, the
energy levels and localizations of the orbitals for these Ti atoms
are different. At Vs = +1.0 V, the dxy orbitals of surface Ti atoms,
which are distributed laterally, dominate the surface electronic
states (Figure 4e). The dxy orbital for TiC is more localized and
has a larger density of states (Figure 5), decaying rapidly, while
those for TiA and TiB are delocalized and have long-range decay
in the vacuum region. As a result of the different decay lengths,
the broad squircle shaped structure with brighter contrast at the
TiA and TiB sites is imaged (TiB is slightly brighter, because its
dxy orbital is more delocalized). On the other hand, linear
combinations of dyz and dzx orbitals (dπ) of TiA and TiB become

Figure 4. Simulated dI/dV images of SrTiO3 (001) (√13 ×√13) at Vs = +1.0 V (a) and +1.4 V (b). Those at Vs = +1.0 V (c) and +1.4 V (d), with
the TiO2 adlayer overlaid. Two dimensional plot of LDOS in the plane containing the TiO2 adlayer at Vs = +1.0 V (e) and +1.4 V (f). In the insets of
(e) and (f), LDOSs in the vicinity of TiA and TiB projected on the plane indicated by A−A′ are shown. Dotted squares indicate the surface unit cell,
and their positions are the same as those in Figures 1 and 2.

Figure 5. Density of states projected onto the d orbitals (xy, yz, and
zx) of nonequivalent surface Ti atoms for SrTiO3 (001) (√13 ×
√13). See Figure 4 for the notation of Ti atoms.The origin of the
energy is set to the conduction band minimum (ECBM).
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dominant at Vs = +1.4 V (Figure 4f). The dπ orbitals for TiC are
localized and decay rapidly in space, while the lobes of those
orbitals for TiA and TiB are distributed in the surface normal
direction (diagonal directions of the Ti−O bonds in the TiO5
units, inset of Figure 4f) and have long-range decay, resulting in
bright portions localized in the vicinity of OB. Taken together,
the energy dependence of the spectroscopic image observed is
attributed to the change in the d orbitals probed with STM, that
is, dxy at lower bias (≤∼ +1.2 V) and dπ at higher bias (≥∼ +
1.3 V). Our DFT analysis revealed that the evolution of the dI/
dV image is a consequence of the anisotropic nature of the d
orbitals and complex surface structure, and that the splitting of
the Ti d levels leads to the significant change in the
spectroscopic image.

■ SUMMARY AND OUTLOOK
We have presented the atomic and electronic structures of the
atomically ordered SrTiO3 (001) (√13 × √13)-R33.7°
reconstructed surface, as revealed by the combination of
high-resolution STM/STS imaging and DFT modeling. The Ti
3d t2g states and their splitting caused by the symmetry breaking
at the surface presented here have direct implications for the
hererointerfaces formed with SrTiO3. It has been suggested that
the split Ti 3d t2g orbitals, in particular, the Ti 3dxy orbital, plays
the decisive role in the interface conductivity and ferromag-
netism at the LaAlO3/SrTiO3 interface,43−45 and the present
work visualizes how these 3d orbitals distribute in real space.
The well-defined surface presented here would provide an
opportunity to investigate chemical processes with atomic
resolution toward understanding the mechanisms of growth
chemistry13,41 and catalytic reactions on the complex oxide
surface.46 Moreover, by combining its inherent nanoscale
structure with functional oxide materials, the SrTiO3(001)
(√13 × √13)-R33.7° reconstructed surface may pave the way
to the novel nano-oxide electronics and spintronics.
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